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1.
Introduction
Grouping documents  with size 
constraints



Introduction

● Scientific conferences are organised by 
sessions formed by papers with similar 
topics

● Schedule is configured by some size 
constraints 

● This work presents some methods to 
automatise the configuration of sessions in 
scientific conferences
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Clustering

● Task of grouping a set of objects in such a 
way that objects in the same cluster are 
more similar to each other than to those in 
other groups
○ Exploratory data mining



Hierarchical Clustering

● Clusters are built forming a hierarchy
○ Agglomerative: "bottom up" approach: each 

element forms a cluster, pairs of clusters are 
merged until creating just a single cluster

○ Divisive: "top down" approach: all observations 
start in one cluster, which is  split recursively until 
having an element per group 



Centroid-based clustering

● Divide n elements into k clusters 
○ Each element belongs to the cluster with the 

nearest mean, serving as a prototype of the 
cluster. 

○ Computationally difficult (NP-hard); there are 
efficient heuristic algorithms that can converge 
quickly to a local optimum. 

○ Space is partitioned into Voronoi cells.



K-means

● K points are placed randomly in the space 
(centroids)
a. Each object is assigned to the closer centroid
b. After assigning all the objects, centroids ​​are 

recalculated
c. Steps a and b are repeated until centroids keep 

stable
● The performance of K-means depends on 

the initialization method



Document Classification

● Division of a document collection into 
groups according to their content 
○ information retrieval, topic detection and content 

tracking
● Natural Language Processing (NLP) is used 

to characterize the documents
○ Stemming, Stopwords
○ Bag of words
○ TF/IDF
○ Distances 



K-mediods

● A clustering algorithm based on mediods
○ object of a cluster whose average dissimilarity to 

all the objects in the cluster is minimal
● Algorithm

○ Select k of the n data points as the medoids
○ While the cost of the configuration decreases:

■ Reassign each point to the cluster defined by 
the closest medoid 

■ In each cluster, recompute the mediod



2.
Clustering Algorithms 
With Size Constraints
In many cases the data or problems, have 
certain implicit restrictions, which 
traditional clustering algorithms do not 
take into account



Clustering with constraints

● Class of semi-supervised learning 
algorithms
○ must-link constraints, cannot-link constraints
○ Works are based on classical partition algorithms  

for the incorporation of size constraints
● Related to Maximally Diverse Grouping 

Problem
○ grouping a set of M elements into G mutually 

disjoint groups in such a way that the diversity 
among the elements in each group is maximized



O.F.=

Selection of k initial 
points (initial centroids)

 

Assignment 
to nearest 
centroid

Assignment 
to nearest 
centroid

Update 
centroids

Reasignation Reasignation

K-MedoidsSC



Penalise the size of the clusters:
❑ When cluster size is smaller 

than expected
❑ When the cluster size is larger 

than expected
❑ When the desired cluster size is 

not achieved

K-MedoidsSC (size contraints)



Distance of each 
object to each 

centroid 

Initial points
Other Objects

O.F.=

Constraints:

Belonged to a 
single group

Size

CSCLP



3.
Methodology
Document clustering has been applied to 
many fields of study, such as: information
retrieval, topic detection and content 
tracking, all of them are intrinsically 
related to language



NLP Techniques
Collection of papers

Tokenization

Stopwords 
Removal

Stemming Abstracts

Titles and 
Keywords

Bag of words 
matrix

TF-IDF
Value

TF-IDF
Matrix



Clustering process

Buckshot Technique

Farthest Neighbour Technique
Internal
Compaction of groups
❑ Silhouette Index

External
Compare clustering with “best 
clustering”
❑ ARI: Adjusted Rand Index 
❑ NMI: Normalized Mutual 

Information
❑ AMI: Adjusted Mutual 

Information 

Dissimilarity Matrix

Selection of initial points

Apply algorithms 
(K-MedoidsSC or SCLP)

Validation

 
Hierarchical 
clustering
algorithm

Partitional 
clustering
algorithm

Initial centroids

=

Titles Dissimilarity Matrix
(Jaccard coefficient)

Keywords Dissimilarity Matrix
(Jaccard coefficient)

Abstracts Dissimilarity Matrix
(Cosine distance)



4.
Experiments
We use in the first instance multivariate 
benchmarking datasets and then we use a 
documentary dataset



Data 

• IRIS, Wine, seeds



Validation: Benchmarking datasets 

Resulting cluster sizes in datasets: Iris, Wine and Seeds, with 
algorithms: AHC-FPA, K-Medoids, CSCLP and K-MedoidsSC



Validation: Benchmarking datasets 

Clustering results in datasets: Iris, Wine and Seeds, with 
algorithms: AHC-FPA, K-Medoids, CSCLP and K-MedoidsSC



Data 

• Data scraping techniques 
from its website 

• Number of papers: 69, 
149, 398



Validation: Datasets about papers of 
scientific conferences

Clustering results in datasets: AAAI-13, AAAI-14 and ICMLA-14 with 
algorithms: CSCLP and K-MedoidsSC and two initial points methods 
(Farthest Neighbour and Buckshot)



ADoCS: Automatic 
Scheduling of 
Conference Papers

A web tool implemented in R

https://ceferra.shinyapps.io/ADoCS/


https://ceferra.shinyapps.io/ADoCS/


5.
Conclusions and Future 
work
Two novel algorithms for 
semi-supervised clustering are 
presented, that allow constraints on 
the sizes of the clusters



CSCLP
◎Uses cannot-link 

constraints 
◎Uses linear binary integer 

programming

K-MedoidsSC 
◎Uses functions to penalize 

breach of desired group 
size

◎It is based on the K-medoid 
algorithm

◎New algorithms can solve clustering problems with size 
constraints.

◎Automatic arranging of papers to create an appropriate 
conference schedule. 

◎Future work: 
○ Developing conceptual clustering methods to find 

topics to label the created clusters
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